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On the Fisher information in randomly censored data
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Abstract

After expressing the Fisher information in randomly censored data in terms of hazard rates, we examine the loss of
Fisher information under the Koziol–Green random censoring model. Because the same parameter enters both the survival
and censoring distributions in this model, the censored data may contain more Fisher information than the uncensored
data. c© 2001 Elsevier Science B.V. All rights reserved
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1. Introduction

Let X and Y be independent random variables with distribution functions F(x; �) and G(x; �), respectively,
where x ∈ E = (a; b), a 5nite or in5nite interval, and � ∈ � ⊂ R1. Under right random censorship, we only
observe (Z; �), where Z =min(X; Y ) and �= I(X 6 Y ) and I(A) is an indicator function. The full likelihood
for (Z; �) is

L(z; �) = {f(z; �) 9G(z; �)}�{g(z; �) 9F(z; �)}1−�;

where 9F = 1− F and 9G = 1− G. The Fisher information about � contained in (Z; �) is de5ned by IZ;�(�) =
E{@=@� log L(Z; �)}2; which can be expressed (Miller, 1983; Prakasa Rao, 1995) as

IZ;�(�) =
∫

E

{
@
@�
log (f 9G)

}2
f 9G dx +

∫
E

{
@
@�
log (g 9F)

}2
g 9F dx: (1)
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Denote the hazard rate of a random variable X by �X =f= 9F . Under suitable regularity conditions, Efron and
Johnstone (1990) studied the following identity about the Fisher information in a random variable X ,

IX (�) =
∫

E

(
@
@�
logf

)2
f dx =

∫
E

(
@
@�
log �X

)2
f dx: (2)

Using an analogous expression of IZ;�(�) in terms of the hazard rates of X and Y , we examine the loss of
Fisher information due to random censoring.

2. Fisher information in randomly censored data

In addition to the standard regularity conditions under which the Fisher information for F and G exists,
we also assume that (@=@� log 9F)2 9F → 0; (@=@� log 9G)2 9G → 0 as x → b.

Theorem 1.

IZ;�(�) = IX (�)−
∫

E

(
@
@�
log �X

)2
fG dx + IY (�)−

∫
E

(
@
@�
log �Y

)2
gF dx: (3)

Proof. Denote @F=@� by F ′
� and @f=@� by f′

�. From the 5rst term on the right of (1),∫
E

{
@
@�
log (f 9G)

}2
f 9G dx

= IX (�)−
∫

E

(
@
@�
logf

)2
fG dx − 2

∫
E

9G
′
� d 9F

′
� +

∫
E

(
@
@�
log 9G

)2
9G dF: (4)

Integrating by parts, the last two terms on the right of (4) become

−2
∫

E
g′� 9F

′
� dx −

∫
E

{
− 2 9G

′
�g′�
9G

+
( 9G

′
�)2g

9G
2

}
F dx:

Similarly, we obtain∫
E

{
@
@�
log(g 9F)

}2
g 9F dx= IY (�)−

∫
E

(
@
@�
log g

)2
gF dx + 2

∫
E

g′� 9F
′
� dx

−
∫

E

{
−2

9F
′
�f′

�
9F

+
( 9F

′
�)
2f

9F
2

}
G dx:

Thus substituting the above result and (4) into (1), we can obtain (2).
From (2) and (3), we have,

IX (�) =
∫

E

(
@
@�
log �X

)2
f 9G dx +

∫
E

(
@
@�
log �X

)2
f G dx; (5)

IZ;�(�) =
∫

E

(
@
@�
log �X

)2
f 9G dx +

∫
E

(
@
@�
log �Y

)2
g 9F dx: (6)
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Comparing (5) and (6), we 5nd that the 5rst term on the right side of (5) is also in (6) but the second term,∫
E(@=@� log �X )2f G dx, is not. Instead, IZ;�(�) contains a new term,

∫
E(@=@� log �Y )2g 9F dx, which vanishes

when G is independent of �. Zheng (2001) studied the factorization of hazard function, �X = u(x)v(�), as is
the case when X is Weibull. In this case,∫

E

(
@
@�
log �X

)2
f 9G dx = IX (�) pr(X ¡ Y ):

This implies that the portion of the total Fisher information contained in the censored data is just the proportion
of the observations that are not censored. This motivates the following de5nitions:
Under right random censorship, the retained (IX

R (�)) and lost (I
X
L (�)) Fisher information about � in X due

to censoring by the variable Y are de5ned, respectively, as

IX
R (�) =

∫
E

(
@
@�
log �X

)2
f 9G dx and IX

L (�) =
∫

E

(
@
@�
log �X

)2
f G dx:

Using these de5nitions, IX (�) = IX
R (�) + IX

L (�) and IZ;�(�) = IX
R (�) + IY

R (�).
A property of Fisher information in randomly censored data is given below.

Theorem 2. IZ;�(�)¿ IZ(�) where the equality holds if and only if �Y =�X is independent of �.

Proof. Using (1),

IZ;�(�)− IZ(�) =
∫

E

(f 9G)(g 9F)
f 9G + g 9F

{
@
@�
log

(
�X

�Y

)}2
dx ¿ 0;

where the equality holds if and only if �Y =�X is independent of �.

3. Loss of Fisher information in the Koziol–Green model

If the censoring distribution G does not involve the parameter �, then IZ;�(�)= IX
R (�) and the loss of Fisher

information is IX
L (�). In some applications, however, the parameter of interest also aKects G. This occurs in

the Koziol–Green model of random censoring (KGM), where it is assumed that 9G= 9F�, i.e., �Y =��X , where
� ¿ 0 is a constant (e.g., Koziol and Green, 1976; CsLorgő and HorvNath, 1981; Chen et al., 1982; Cheng and
Lin, 1987; Stute, 1992; Pawlitschko, 1999). Let IZ(�) be Fisher information in Z =min(X; Y ). As the density
of Z is h= f 9G + g 9F , IZ(�) =

∫
E(@=@� log h)2h dx. From Theorem 2, under the KGM, IZ;�(�) = IZ(�):

In their analysis of the eOciency of the nonparametric maximum likelihood estimator (MLE) of the survival
function (Ŝ(t)) under the KGM, Hollander et al. (1985) observed that the asymptotic variance of Ŝ(t) can
decrease as the degree of censoring, reQected by the constant �, increases. When G is a function of �, IY

R (�)
is not 0. In this case, (5) and (6) indicate that the loss of Fisher information should be IX

L (�)− IY
R (�). Under

the KGM, from (5) and (6),

IX
L (�)− IY

R (�) = IX (�)− IZ;�(�) = (1 + �)
∫

E

(
@
@�
log �X

)2( 1
1 + �

− 9G
)

f dx:

Thus (Z; �) contains more Fisher information than X if and only if

IX
R (�)¿ {1=(1 + �)}IX (�): (7)

Under the KGM, 1=(1 + �) is the probability that an observation is not censored. Abdushukurov and Kim
(1987) noticed that, if the KGM holds and �X = u(x)v(�), then no Fisher information is lost in (Z; �). In this
case, (7) is an equality.
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Table 1
Fisher information in (Z; �) under the KGM.a

Distribution
F � � = 0:0 � = 0:5 � = 1:0 � = 2:0 � = 3:0 � = 5:0 � = 20

Normal Location 1.000 1.264 1.481 1.827 2.103 2.533 4.140
Logistic Location 0.333 0.429 0.500 0.600 0.667 0.750 0.913
Gamma Scaleb 2.000 2.160 2.277 2.444 2.563 2.725 3.172
Half logistic Scale 1.430 1.426 1.404 1.351 1.304 1.237 1.086
Weibull Scalec c2 c2 c2 c2 c2 c2 c2

aNote. � = 0 corresponds to no censoring.
bThe shape parameter is 2.
cThe shape parameter is c.

Denote

h(x; �) =
@
@x

(
@
@�
log �X

)2
:

Under the KGM,

IZ;�(�) = (1 + �)
∫

E

(
@
@�
log �X

)2
f 9G dx =

(
@
@�
log �X

)2
|X=a +

∫
E

9F1+�h(x; �) dx

= IX (�)−
∫

E

9F(1− 9F�)h(x; �) dx:

This implies the following result.

Theorem 3. Under the KGM, if h(x; �) 6 (¿) 0 for x ∈ E and � ∈ �, then IZ;�(�) is a non-decreasing
(non-increasing) function of �.

Routine calculations show that h(x; �)¡ 0 for the location parameters of data from either normal or logistic
distributions and for the scale parameters of a Gamma distribution with the shape parameter 2. Thus, in these
cases, IZ;�(�) is a strictly increasing function of �. For the scale parameter of the Weibull distribution, with any
shape parameter, h(x; �)= 0, hence IZ;�(�)= IX (�)= IZ(�) for � ¿ 0. On the other hand, for the half logistic
distribution with the density f(x; �) = 2exp(−x=�){1 + exp(−x=�)}−2=� for x ¿ 0 and � ¿ 0 (Balakrishnan,
1985), h(x; �) changes sign with x. To illustrate the extra information available in the KGM setting, values
of the Fisher information in censored data, IZ;�(�), for the distributions discussed are reported in Table 1. In
Table 1, under the KGM, when �= 0, the corresponding IZ;�(�) is the Fisher information about � contained
in X . When IZ;�(�) with �=0 is less than IZ;�(�) with � ¿ 0, (Z; �) contains more Fisher information about
� than X . This means that observations from the censoring distribution provide more information about � than
observations from the survival distribution, thus we gain Fisher information due to random censoring under
the KGM. Otherwise, the loss of Fisher information occurs due to random censoring even under KGM.
Suppose we estimate "(�), a function of the parameter � in F(x; �), by an unbiased estimate "̂(Z; �).

Abdushukurov and Kim (1987) showed that, under certain regularity conditions,

Var["̂(Z; �)]¿
["′

�(�)]
2

IZ;�(�)
:

This implies that, under the KGM, the lower bound of the variance of an unbiased estimate using (Z; �) would
be smaller than that based on X if extra information is available in (Z; �). If we are interested in estimating
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the survival function 9F(x; �) when both F(x; �) and G(x; �) are known, from Miller (1983), under regularity
conditions, we have

Varasy[ 9F(x; �̂)] =
[ 9F

′
�(x; �)]

2

nIZ;�(�)
;

where �̂ is the MLE based on (Zi; �i), i = 1; : : : ; n. This also implies that the eOciency of the parametric
estimate of the survival function can be improved under the KGM for some underlying distribution families.
This result is consistent with those of Hollander et al. (1985) and Cheng and Lin (1987), since under some
KGM, there is more information about � in the censoring distribution.

4. Related results

In this paper, we focus on the Fisher information about a single parameter in right censored data. In the
multiparameter case �= (�1; : : : ; �m), (5) becomes

IZ;�(�i; �j) =
∫

E

(
@

@�i
log �X

)(
@

@�j
log �X

)
f 9G dx +

∫
E

(
@

@�i
log �Y

)(
@

@�j
log �Y

)
g 9F dx;

for any i; j = 1; : : : ; m, where IZ;�(�i; �j) is the (i; j)th element of the Fisher information matrix for �.
To obtain corresponding results for left censored data, Z =max(X; Y ) and �= I(X ¿ Y ), we use 'X =f=F ,

the reversed hazard rate of X . The analogy of (2) becomes

IX (�) =
∫

E

(
@
@�
logf

)2
f dx =

∫
E

(
@
@�
log 'X

)2
f dx;

and Theorem 1 becomes

IZ;�(�) = IX (�)−
∫

E

(
@
@�
log'X

)2
f 9G dx + IY (�)−

∫
E

(
@
@�
log 'Y

)2
g 9F dx:
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